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Syllabus

▪ Today 4/14: LLM Prompting
▪ Wednesday 4/16: Guest Lecture from Ziang Xiao
▪ Monday 4/21: Analysis of user-LLM interactions (Miriam)
▪ Wednesday 4/32: Social Simulations
▪ Monday 4/28: No class
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Recap

▪ (L)LM use cases in NLP for social science:
o BERT-style models are effective classifiers
o Metaphorical language
o Neural topic models (ProdLDA, BERTopic, TopicGPT)

▪ This class:
o LLMs as classifiers and data labelers

▪ Next class:
o Social simulations: using LLMs to simulate people



4

TopicGPT

Pham, Chau Minh, et al. "TopicGPT: A prompt-based topic modeling framework." NAACL (2024). 
https://arxiv.org/abs/2311.01449 

https://arxiv.org/abs/2311.01449
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A different approach: LLooM

Lam, Michelle S., et al. "Concept induction: Analyzing unstructured text with high-level concepts using lloom." Proceedings of the 2024 CHI 
Conference on Human Factors in Computing Systems. 2024.
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Example evaluation
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Recap

▪ (L)LM use cases in NLP for social science:
o BERT-style models are effective classifiers
o Metaphorical language
o Neural topic models (ProdLDA, BERTopic, TopicGPT)

▪ This class:
o LLMs as classifiers and data labelers

▪ Next class:
o Social simulations: using LLMs to simulate people
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General NLP methods for CSS

▪ Unsupervised approaches
o Word statistics, topic modeling

▪ Semi-supervised approaches
o Word embeddings, lexicons

▪ Supervised approaches:
o Data annotating, classification models, interpreting model outputs

▪ Typically supervised approaches yield best results (e.g. ability to measure the values 
we care about) but data annotation is difficult and costly



Zero-shot approaches
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Zero-shot

▪ Take model that has been instructed-tuned (with or without RLHF) and prompt it to 
label data
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Can Large Language Models Transform 
Computational Social Science?

▪ Goal:
o Evaluate zero-shot performance of LLMs over a diverse range of CSS text 

processing tasks
▪ Categories of tasks:

o Utterance level
o Conversation level
o Document level

▪ [Primarily classification tasks, also information extraction and some text generation]

Ziems et al. “Can Large Language Models Transform Computational Social Science?” Computational Linguistics, 2024



12

Core subject areas in CSS (and digital 
humanities)

Ziems et al. “Can Large Language Models Transform Computational Social Science?” Computational Linguistics, 2024
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Models Evaluated

▪ FLAN-T5 (Chung et al. 2022)
o Encoder-decoder architecture
o Instruction Tuned
o [Open source model with strong zero/few shot performance]

▪ GPT-3
o Some variants with only instruction-tuning and some +RLHF

▪ GPT-4
o Multimodal model, substantially scales up GPT-3 architecture

▪ Baselines:
o Supervised models trained for the specific task (RoBERTa for classification and T5 

for generation)
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Challenge: Models are sensitive to exact 
prompt
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Challenge: Models are sensitive to exact 
prompt

▪ Write initial prompt
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Challenge: Models are sensitive to exact 
prompt

▪ Write initial prompt

▪ Use GPT-3.5 to paraphrase initial prompt 4 times

▪ Report results averaged across prompt perturbations
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Utterance-level

Most of the time supervised is 
better

Suspiciously high LLM performance
Was this data in GPT-4’s training data?
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Conversation-level

Most of the time supervised is 
much better
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Conversation-level

Best LLM is not better than random
(also true for some of the utterance-
level and document-level tasks)
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Document-level

Most of the time supervised is 
much much better
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What about agreement instead of 
accuracy?

What evaluation would you want to see to understand if using an LLM to augment 
human annotations is useful?
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What about agreement instead of 
accuracy?

Latent Hatred (ElSherief et al. 2021), “requires models to infer a subtle social taxonomy 
from the coded or indirect speech of U.S. hate groups”
Example: “jewish harvard profeessor noel ignatiev wants to abolish the white race.” 
contains white grievance
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What about agreement instead of 
accuracy?

Bad accuracy and agreement on subtle tasks that require nuanced social context
(Models are oversensitive to “stereotype” class and label anything with an identity term as 
a stereotype)
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“Concretely, our analysis reveals that, except in minority cases, 
prompted LLMs do not match or exceed the performance of carefully 
fine-tuned classifiers, and the best LLM performances are often too 

low to entirely replace human annotation."

Ziems et al. “Can Large Language Models Transform Computational Social Science?” Computational Linguistics, 2024

[More nuanced take – depends on the task, but we have to question if 
we can trust evaluation] 



Few-shot approaches (In context 
learning)
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Large Language Models are few-shot 
learners

▪ A large labelled data set can be difficult to build, but annotating a smaller set is often 
feasible, how can we use this?
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Key idea: Give models a few examples 
during inference

“Zeroshot” “One-shot”
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Key idea: Give models a few examples 
during inference

Few-shot “In-context learning”
The model parameters are not changed (no gradient updates) 
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Evaluation

▪ Generally improves 
performance over zero-shot, 
but it varies by task and lags 
behind supervised models
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What about CSS tasks?

Ziems et al. “Can Large Language Models Transform Computational Social Science?” Computational Linguistics, 2024
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What about CSS tasks?

▪ Improvements are 
inconsistent – often zero-
shot is still better

Ziems et al. “Can Large Language Models Transform Computational Social Science?” Computational Linguistics, 2024
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Recommendations

1. Integrate LLMs-in-the-loop to transform large-scale data labeling. [Maybe]
2. Prioritize open-source LLMs for classification [Probably]
3. Prioritize faithfulness, relevance, coherence, and fluency in your generations by 

opting for larger instruction-tuned models that have learned human preferences 
[We didn’t go through generation results]

4. Investigate how LLMs produce new CSS paradigms built on the multipurpose 
capabilities of LLMs in the long term [Remember the goal of topic modeling is not 
LDA]

Ziems et al. “Can Large Language Models Transform Computational Social Science?” Computational Linguistics, 2024



LLM+Human labeling
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Fine-tuning approaches

▪ What if we had more than 5-10 labeled examples?

▪ If we have 100-1000s of examples, what can we do with them?

▪ Option 1: Fine-tuning the LLM
o We fine-tuned models like BERT and RoBERTa but newer models are orders of 

magnitude larger. Can we actually update the model parameters?
▪ Option 2: Combining LLM and human labels (correcting LLM labels)
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Parameter-efficient Fine-tuning

▪ In fine-tuning we need to updating and storing all the parameters of  the LM
o We would need to store a copy of the LM for each task

▪ With large models, storage management becomes difficult
o E.g., A model of size 170B parameters requires ~340Gb of storage
o If you fine-tune a separate model for 100 tasks:

• 340 * 100 = 34 TB of storage!

Slide thanks: Daniel Khashabi
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Parameter-efficient Fine-tuning

▪ Augmenting the existing pre-trained model with extra parameters or layers and 
training only the new parameters
o “parameter efficient”: we only update a smaller set of parameters

▪ Two commonly used methods:
o Soft prompts
o Adapters

Slide thanks: Daniel Khashabifig source https://arxiv.org/pdf/2303.15647.pdf
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Soft Prompts

LM

the cat sat on the mat

the mat was soft <s> <p>

continue the sentence

prompt input

output

[Slide: Arman Cohan]
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LM

the cat sat on the mat

the mat was soft <s> <p>

continue the sentence

prompt input

output

Previously, we constructed prompts following “good practice” 
guidelines and tried paraphrases of them

Soft Prompts

[Slide: Arman Cohan]
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LM

the cat sat on the mat

the mat was soft <s> <p>

x1

soft (trainable) prompts input

output

x2 x3 x4 x5

Soft Prompts / 

[Slide: Arman Cohan]

Instead, we can just directly optimize for the best prompt!
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Adapters
▪ Idea: train small sub-networks and only tune those. 

o FF projects to a low dimensional space to reduce parameters.
▪ No need to store a full model for each task, only the adapter params.

[“Parameter-Efficient Transfer Learning for NLP”, Houlsby et al., 2019.]

https://arxiv.org/abs/1902.00751
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Fine-tuning approaches

▪ What if we had more than 5-10 labeled examples?

▪ If we have 100-1000s of examples, what can we do with them?

▪ Option 1: Fine-tuning the LLM
o We fine-tuned models like BERT and RoBERTa but newer models are orders of 

magnitude larger. Can we actually update the model parameters?
▪ Option 2: Combining LLM and human labels (correcting LLM labels)
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Recap: Design-based Supervised 
Learning

▪ Key idea: Use trusted human annotations to adjust less-trusted LLM annotations in 
downstream analysis model

Can Unconfident LLM Annotations Be Used for Confident Conclusions? Kristina Gligorić*, Tijana Zrnic*, Cinoo Lee*, Emmanuel Candès, and Dan 
Jurafsky. NAACL, 2025.
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Adaptive Human+LLM Annotations

▪ Recall active learning: use initial model outputs to guide the next data to annotate

▪ We can do something similar, but instead of using labeled data to re-train the model, 
we can use it to 

Can Unconfident LLM Annotations Be Used for Confident Conclusions? Kristina Gligorić*, Tijana Zrnic*, Cinoo Lee*, Emmanuel Candès, and Dan 
Jurafsky. NAACL, 2025.
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Overall procedure

▪ Annotate data with an LLM
▪ Using LLM-verbalized confidence scores, select data to label manually
▪ Compute a confidence driven estimate of the value we are actually trying to compute

Estimate using LLM annotations
Estimate using human annotations
Indicates if data was human-annotated
Probability data was annotated
[hyperparameter]
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Overall procedure

▪ Annotate data with an LLM
▪ Using LLM-verbalized confidence scores, select data to label manually
▪ Compute a confidence driven estimate of the value we are actually trying to compute
▪ From        it’s possible to derive a valid confidence interval for the original value 

being estimated 
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Experiments
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Conclusions

▪ LLMs can be useful zero or few shot models for some tasks, but performance can be 
much worse than supervised models
o [Note: do we always care? If an LLM has accuracy 82% and a supervised model 

has accuracy 84%, is it worth hours of data annotating for an extra 2%?]

▪ Need to validate if the model works for the proposed task before using it

▪ Best practice: adjust for model errors
o We probably don’t care about model performance on each data point, we care 

about correctness of the downstream estimator
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Conclusions

▪ What are more reasons we may not want to use GPT-4 to annotate data?
o We pay per query or input/output tokens → annotating a full data set of 

hundreds of millions of tweets could become quite expensive

o We have to share the data with OpenAI. Infeasible for private data like 
healthcare, law, social services etc.
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Logistics

▪ Feedback on project proposals

▪ Next class:
o Guest Ziang Xiao
o Topic: LLMs for social experiments / human subject research
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